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Abstract:

Incident-response processes and tools are, by-and-large, designed to guide reaction to situations within an organization and are geared toward incidents involving local users and systems. With federated identity, we're now expanding this and entering into agreements and relationships that enable an extended community to access our services and our campus constituents to use off-site services in an authenticated and authorized fashion. In this new context, how do you respond when someone from a collaborating organization is hacking your systems? This session will discuss the challenges in the policy, practice, and technology of addressing incident response and mitigation in a federated world. 
Speakers:
· James Basney, Senior Research Scientist, University of Illinois at Urbana-Champaign

· Paul Caskey, Technology Architect, University of Texas System

· Kenneth J. Klingenstein, Director, Internet2 Middleware and Security, University of Colorado at Boulder

· Mark Poepping, Head IT Architect, Carnegie Mellon University

· Session moderator: Mark S. Bruhn, AVP, Indiana University System
James Basney, NCSA/UIUC

· What support from IdPs can be obtained for incident response?

· How can we encourage and support effective communication and coordination?

· Is there a real value for incident response in a persistent user identifier? EPPN (eduPersonPrincipalName)?

Mark Poepping, CMU

· What should the response be if an IdP is not responding?

· Specify what types of information you are willing to share within the federation

· “Federated extrusion detection…”

· Federated diagnostics as a larger issue, this is a narrow use case within that

· Legal issues, discovery issues related to others within the federation keeping data about you

· Does a federation eliminate the need to maintain some logs?

Paul Caskey, U. Texas System

· Tight, well defined administrative boundary is the key characteristic of the UT (U. Texas system) federation.

· There are others outside of Texas they need to work with, thus the UT federation needs to peer with others – e.g. InCommon

· Ownership of issues in a federated environment can be tricky

· Can you force RPs (relying parties) to maintain log info? This then becomes discoverable, which in turn raises other legal issues. If you can’t then produce logs, courts will assume they would have been in the worst light against you

· What is changed when you federate? Laws usually don’t address this directly, but you need to educate your security staff

· Good identifiers are required so users can be blacklisted if necessary

· It is important to require federation metadata to be up to date

· Do we need special documentation for federated incident response? Not clear yet…

· Need to work closely with auditors and legal counsel

Ken Klingenstein, Internet2

· Federated is an adjective, but important to understand the noun being federated

· E.g. federated identity and federated search in the library have different privacy concerns

· Wide aperture security analysis – pulling NetFlow data from multiple institutions, hampered by policy

· Sharing NetFlow data outside the organizational boundary requires anonymization – but how much?

· IRBs (institutional review boards) are important, and resistant to coordinating across sites

· One of the benefits of federated identity is that it can confine the scope of damage.

· When a machine is compromised and it stores many credentials, impact is huge

· Outside vendors further complicate the world

· E.g. Google has its own retention policies, and response to subpoenas

· Diagnostics – when you can’t access a resource due to the wrong attribute release policy (ARP), this is in fact a security incident. How can the problem be traced/diagnosed, and who is responsible?

· Culture of federation v. culture of security

· Goal is to normalize behavior across higher-ed, and improve it

· Federation is a significant incentive for consistency

· Federation builds formal and contractual mechanisms

· International collaboration makes responses more complex… Peering federations will help with this

· Example of REN-ISAC trying to bring in international organizations in a trusted environment

· Security predates federations, we don’t want to hamper pre-existing relationships

Q: REN-ISAC is working on communications around incident response. Is there a way to setup a good federated security model allowing subgroups to quickly form “mini-federations” related to a particular incident?

A: This would be a VO (virtual organization) of institutions involved in an incident, and this could be formed rapidly as needed.

A: There are 3 relevant federation “styles” – REN-ISAC, InCommon federation, and ad hoc group related to an incident. In a diagnostic space, we need to know what another organization  is seeing on their end.

A: Perhaps a portal with log reflectors can be useful as one tool. Or VMs (virtual machines) that can be stood up quickly with wiki and chat etc. in response to an incident. 

Q: Is anyone thinking about what attributes are needed to do this, and how we share them? Does eduPerson meet these needs?

A: Every community tends to want to define their own schema, but we want them to know what is already out there to avoid proliferation.

A: Increasingly we are looking at pseudonymous access, thus attacked site doesn’t have as much info as they would like 

A: It would be useful for us to support an effort to determine what is really needed in this context

A: For security sensitive applications, we often need specific contact data

Q: Is incident response moving beyond disabling credentials? If a credential is compromised, many actions become suspect

A: Short lived credentials help narrow the window of vulnerability

A: This depends on the nature of the resource. E.g. you can’t reclaim computing cycles, but you can go after money.

Q: Is there a federation that has specific escalation procedures as an obligation of participation? 

A: Not contractually in any federation we are aware of, but some require this informally as part of their operations – “promptly” and “best effort”

A: This is important for trust – the expectation of good behavior 

A: NSF’s requirement that security considerations be included in proposals will drive this to some extent
